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Graphs in Society

Social & Office Graph

Internet

Knowledge Graph

Transportation

Academic Graph

Electrical Grid Network
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Graphs in Nature

Human Disease Networks Protein-Protein InteractionsFood Web

Biological Neural Networks Brain Networks

figure credit: Web

Molecules
Graphs are widely used for

abstracting complex systems of
interacting objects!
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Graph Representation Learning

figure: metapath2vec 4

• Input: a graph 𝐺 = (𝑉, 𝐸)
• Output: 𝒁 ∈ 𝑅 ! ×# , 𝑘 ≪ |𝑉|, 𝑘-dim vector 𝒁$ for each node v.
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How to Embed Graph Structures?
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“Graph, a structure made of vertices and edges”

VS.
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ProNE

small
(thousands)

large
(billions)

medium
(millions)

• theoretical understanding of
DeepWalk, LINE, & node2vec

• handle 100M nodes
• 10-400X speedup

• embed 3.5B nodes in 1 hour

• handle 100M nodes
• best candidate in WWW’19

NetSMF

NetMF

SketchNE

Network Embedding

structure heterogeneous structure
/ knowledge graph

no label
(pre-training)

structure with
features
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small
(thousands)

large
(billions)

medium
(millions)

• handle hetero. graphs

• billion-scale (hetero.) GNNs
Hetero. Graph Transformer (HGT)

metapath2vec

Heterogeneous Graphs

structure no label
(pre-training)

structure with
features

heterogeneous structure
/ knowledge graph



9

small
(thousands)

large
(billions)

medium
(millions)

• top 1 entry on 3 OGB leaderboards

• top entries on 3 paperswithcode datasets

• scalable version of GRAND

SCR

GRAND+

GRAND

Graph Neural Networks

structure no label
(pre-training)

structure with
features

heterogeneous structure
/ knowledge graph
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small
(thousands)

large
(billions)

medium
(millions) • contrastive pre-training

• large-scale pre-training

• generative pre-training

GPT-GNN

GCC

GraphMAE

Graph Pre-Training and Self-Supervised Learning

structure no label
(pre-training)

structure with
features

heterogeneous structure
/ knowledge graph
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small
(thousands)

large
(billions)

medium
(millions)

• knowledge graph big model & pre-training
Knowledge Graph Transformer (KGTransformer)

Graph Pre-Training and Self-Supervised Learning

• best candidate in WWW’22
Self-Supervised KG Learning (SelfKG)

structure no label
(pre-training)

structure with
features

heterogeneous structure
/ knowledge graph
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small
(thousands)

large
(billions)

medium
(millions)

Open Graph Benchmark (OGB)

CogDL
• easy-to-use

GNN library

Open Data & Toolkit

structure no label
(pre-training)

structure with
features

heterogeneous structure
/ knowledge graph
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ProNE

small
(thousands)

large
(billions)

medium
(millions)

• large-scale pre-training

• theoretical understanding of
DeepWalk, LINE, & node2vec

• handle 100M nodes
• 10-400X speedup

• embed 3.5B nodes in 1 hour

• handle 100M nodes
• best candidate in WWW’19

• handle hetero. graphs

• billion-scale (hetero.) GNNs

NetSMF

Open Graph Benchmark (OGB)

Hetero. Graph Transformer (HGT)

• top 1 entry on 3 OGB leaderboards

NetMF

GPT-GNN

CogDL

• top entries on 3 paperswithcode datasets

• scalable version of GRAND

SCR

• knowledge graph big model & pre-training

SketchNE

metapath2vec GRAND+

Knowledge Graph Transformer (KGTransformer)

GRAND

• easy-to-use
GNN library

Graph Representation Learning and Pre-Training

• contrastive pre-training

• generative pre-training

GCC

GraphMAE

• best candidate in WWW’22
Self-Supervised KG Learning (SelfKG)

structure no label
(pre-training)

structure with
features

heterogeneous structure
/ knowledge graph



Pre-Train Graphs with Language/Image/Knowledge

Facebook Entity Graph

Academic Graph

LinkedIn Economic Graph

Microsoft Office Graph

Figure Credit: Microsoft/LinkedIn/Facebook
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Pre-Train for Cognitive Reasoning



Cause Symptom Treatment
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Pre-Train for Cognitive Reasoning
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Thank you!
Papers & data & code available at https://keg.cs.tsinghua.edu.cn/yuxiao/
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