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Semi-Supervised Learning on Graphs

Input: a partially labeled &
attributed graph

Output: infer the labels of
unlabeled nodes
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Graph Neural Network (GNN)
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• Kipf T N, Welling M. Semi-supervised classification with graph convolutional networks. In ICLR 2017
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node 𝑣!s embedding at 𝑘 + 1 non-linear activation function (e.g. ReLU)

the neighbors of node 𝑣

Graph Convolution Network:



Graph Neural Networks

1. Each node is highly dependent with its neighborhoods,
making GNNs non-robust to noises𝑯!"# = 𝜎 $𝑨𝑯 ! 𝑾 !

a deterministic propagation
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• Zügner D, Akbarnejad A, Günnemann S. Adversarial attacks on neural networks for graph data. In KDD 2018.



Graph Neural Networks

𝑯!"# = 𝜎 $𝑨𝑯 ! 𝑾 !

feature propagation is
Laplacian smoothing,

coupled with
non-linear transformation

• Qimai Li, Zhichao Han, and Xiao-Ming Wu. Deeper insights into graph convolutional networks for semi-supervised learning. In AAAI’18.
• Kenta Oono and Taiji Suzuki. Graph neural networks exponentially lose expressive power for node classification. In ICLR, 2020. 

1. Each node is highly dependent with its neighborhoods,
making GNNs non-robust to noises

2. Stacking many GNNs layers may cause over-smoothing.



Graph Neural Networks

1. Each node is highly dependent with its neighborhoods, making GNNs non-robust to noises
2. Stacking many GNNs layers may cause over-smoothing.
3. Under semi-supervised setting, standard training method is easy to over-fit the scarce label

information.
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GNN

𝑯!"# = 𝜎 $𝑨𝑯 ! 𝑾 !

Cannot fully leverage
unlabeled data

Standard training method for GNN:

Loss function:
𝒚𝟏"log (𝒚𝟏 + 𝒚𝟐"log (𝒚𝟐 + 𝒚𝟑"log (𝒚𝟑



Recent advances in Semi-Supervised Image Classification

• Improving models’ generalization through image data augmentation and
consistency regularization.

(Picture from MixMatch’s paper)

Consistency regularization

• Berthelot D, Carlini N, Goodfellow I, et al. Mixmatch: A holistic approach to semi-supervised learning. In NIPS’19.



Graph Random Neural Network (GRAND)

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

Consistency
RegularizationAugmented

features !𝑿

𝑺 Augmentations ?

• Consistency Regularized Training:
– Generates 𝑆 data augmentations of the graph
– Optimizing the consistency among 𝑆 augmentations of the graph.

Augmentation 1

Augmentation 𝑆

Optimize
the

consistency
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Graph Random Neural Network (GRAND)

• Random Propagation (DropNode + Propagation):
– Enhancing robustness: Each node is enabled to be not sensitive to specific neighborhoods. 
– Mitigating over-smoothing and overfitting: Decouple feature propagation from feature transformation.

Random Propagation

Augmented features

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

https://arxiv.org/abs/2005.11079
https://github.com/Grand20/grand


Random propagation: DropNode vs Dropout

• Dropout drops each element in 𝑿 independently
• DropNode drops the entire features of selected nodes, i.e., the row vectors of 𝑿, 

randomly

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

https://arxiv.org/abs/2005.11079
https://github.com/Grand20/grand


Graph Random Neural Network (GRAND)

Consistency
Regularization

Augmented
features !𝑿

𝑺 Augmentations

Random Propagation as data augmentation

Optimize
the

consistency

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand
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GRAND: Consistency Regularization

Average

Sharpening

Distributions of a node
after augmentations

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

https://arxiv.org/abs/2005.11079
https://github.com/Grand20/grand


Graph Random Neural Networks (GRAND)

Consistency Regularized Training Algorithm
• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

Consistency
Regularization

Generate
𝑺 Augmentations

https://arxiv.org/abs/2005.11079
https://github.com/Grand20/grand


Graph Random Neural Network (GRAND)

• With Consistency Regularization Loss:
– Random propagation can enforce the consistency of the classification confidence between 

each node and its all multi-hop neighborhoods. 

• With Supervised Cross-Entropy Loss:
– Random propagation can enforce the consistency of the classification confidence between 

each node and its labeled multi-hop neighborhoods. 

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

https://arxiv.org/abs/2005.11079
https://github.com/Grand20/grand


Results

Instead of the marginal improvements by
conventional GNN baselines over GCN,
GRAND achieves much more significant
performance lift in all three datasets!

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

GCNs

Sampling
GCNs

Regularization
GCNs

https://arxiv.org/abs/2005.11079
https://github.com/Grand20/grand


Results

More experiments on larger graph datasets

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

https://arxiv.org/abs/2005.11079
https://github.com/Grand20/grand


Results

Evaluation of the design choices in GRAND



Results

Ablation Study
1. Each of the designed components 

contributes to the success of GRAND.

2. GRAND w/o consistency regularization 
outperforms almost all 8 non-regularization 
based GCNs & DropEdge

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

https://arxiv.org/abs/2005.11079
https://github.com/Grand20/grand


Results

Generalization
1. Both the random propagation and consistency regularization improve GRAND’s generalization capability 

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

https://arxiv.org/abs/2005.11079
https://github.com/Grand20/grand


Results

Robustness
1. GRAND (with or w/o) consistency regularization is more robust than GCN and GAT. 

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

https://arxiv.org/abs/2005.11079
https://github.com/Grand20/grand


Results

Over-Smoothing
1. GRAND is very powerful to relieve over-smoothing, when GCN & GAT are very vulnerable to it 

• Feng et al. Graph Random Neural Networks for Semi-Supervised Learning on Graphs. https://arxiv.org/abs/2005.11079, 2020
• Code & data for Grand: https://github.com/Grand20/grand

https://arxiv.org/abs/2005.11079
https://github.com/Grand20/grand
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Thanks!

Code & data for Grand: https://github.com/Grand20/grand

https://github.com/Grand20/grand

